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Abstract. This paper discusses the need and methods to develop community-
based persona (learner models) to tie together key learner attributes and learning 
outcomes (e.g., knowledge acquisition) with the goal of facilitating the validation 
of adaptive instructional strategies and tactics.  Adaptive instruction, sometimes 
referred to as differentiated instruction, is a learning experience tailored to the 
needs and preferences of each individual learner or team in which strategies (rec-
ommendations and plans for action) and tactics (actions by the tutor) are selected 
with the aim of optimizing learning, performance, retention, and the transfer of 
skills between the instructional environment (usually provided by an Intelligent 
Tutoring System or ITS) and the work or operational environment where the 
skills learned will be applied. Adaptive instructional systems (AISs) use human 
variability and other learner attributes along with instructional conditions to se-
lect appropriate strategies and tactics.  This is usually accomplished through the 
use of machine learning techniques, but large amounts of data are needed to re-
inforce the learning of these algorithms over time.  We propose a method to de-
velop community models more quickly by enabling diverse groups to contribute 
the results of their experiments and training data in a common instructional do-
main to a cloud-based model. 
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1 Introduction 

Adaptive instructional systems (AISs) provide machine-based instruction through tech-
nologies like Intelligent Tutoring Systems (ITSs) which interact with learners and make 
decisions about interventions based on the needs and preferences of each individual 
learner [1].  These interventions are based on a model of that learner or team and the 
conditions in the instructional environment.  A simple model of instruction includes 
instructional elements (Figure 1) to be considered during the AIS authoring process [2]. 
This model usually includes critical information about the learner and the instructional 
domain that informs a machine learning algorithm in the tutor and that algorithm is 
trained by consuming data involving both successful and unsuccessful decisions.   
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Figure 1. Elements of an Adaptive Instructional Model 

 
 A basic instructional model (Figure 2) involves learner actions and conditions, en-

vironmental conditions, instructional policies, and interactions (actions, observations, 
and assessments) capturing data between the tutor, the environment, and the learner. 

 

 
 

Figure 2. Interaction within an Instructional Model 
 
The instructional model and its policies can be improved over time through a class 

of machine learning techniques called reinforcement learning (RL) algorithms.  RL al-
gorithms are often used to improve the accuracy and reliability of adaptive instructional 
decisions.  However, this method requires usually large amounts of data to develop 
optimally effective instructional policies that drive tutor strategies and tactics.  To re-



duce the development time of instructional policies, we advocate a mechanism to col-
laboratively develop instructional models for a variety of task domains.  Before we 
discuss community models, it is appropriate to review how reinforcement learning 
works in practice. 

2 Reinforcement Learning 

Conditional systems, like AISs, are used to determine tutor behavior or more specifi-
cally their decisions and interactions with the learner and the environment.  These in-
teractions are in the form of instructional strategies and tactics in systems like the Gen-
eralized Intelligent Framework for Tutoring (GIFT) [3, 4]. AISs consider instructional 
strategies and tactics which are bounded by constraints posed by policies and these 
policies are often framed in terms of Markov Decision Processes (MDPs) [5] which 
seek to reinforce maximum outcomes or rewards over time [6, 7].  To select an optimal 
policy or modify it based on new information, the MDP considers the current state and 
the value of any successor states with respect to a desired outcome. 

Per Mitchell [8], the optimal action, a, for a given state, s, is any action that maxim-
izes an immediate reward, r (s, a) and the value, V, of the immediate successor state, 
s’.  What does this means for AISs? First, based on our model in Figure 2, states are 
much more complex in AISs than in most systems.  States must capture conditions of 
the learner (e.g., performance, affect, competence) and the instructional environment 
(e.g., concept under instruction, concept map (hierarchical relationships between learn-
ing objectives), and recent content presented) that affect the learning experience.  Ac-
tions, referred to as tactics in GIFT, are the set of instructional options available in the 
current state.  The reward is performance and the value is the anticipated performance 
in the next state.  It is easy to see that the number of possible states can be very large in 
AISs and that the task of validating MDPs for all possible states could take a single 
organization a very long time.  Hence the need for a process to divide the validation 
process into smaller discrete elements that can be processed by researchers in parallel, 
but to a similar standard. 

3 An Approach to the Development of a Community Model 

Based on our goal to reduce the time to validate a complex instructional model, let’s 
simplify our model for adaptive instruction by dividing it into its three essential ele-
ments: the learner model, the instructional environment, and the instructor or tutor.  The 
learner model consists of the attitudes and behaviors along with the cognitive states of 
the learner.  The instructional environment consists of learning objectives (LOs; also 
known as concepts), a concept map (a hierarchical relationship of concepts to be 
learned), a set of learning activities which include content and directions on how the 
learner will interact with the content, a set of measures to determine learning and per-
formance, and a set of available tutor strategies and tactics to respond to various learner 
attitudes, behaviors and cognitive states.  The tutor consists of a set policies that drive 
its behavior and interaction with the learner.  The goal is for the policies to be updated 



regularly as the tutor interacts with more and more learners and finds new highs to 
override previous best practices.          

According to Chi and Wylie [9], learner activities vary from least effective to most 
effective are: passive (receiving), active (manipulating), constructive (generating), and 
interactive (dialoguing).  As activities are selected and presented to the user, the tutor 
uses measures to assess progress toward learning and performance.  For example, in a 
tutor that instructs learners to read, the tutor might engage the learner in a reflective 
dialogue (interactive activity) about a recently read passage to ascertain the learner’s 
comprehension of the concepts presented in that specific reading.  

To further our approach, we might consider generalizing terms and measures (Table 
1) in lieu of using specific measures.  Reducing the number of discrete states also re-
duces the matrix for selecting the best possible response by the tutor to existing condi-
tions. 
 

Table 1. Instructional Model Element Descriptors 
  

 
 

4 Discussion 

By coming to consensus on a common set of terms and defining their relationships in 
an ontology [10], we might realize the degree of interoperability needed to develop 
community-based models for AISs.  However, we also realize that their complexity 
[11] and lack of interoperability [12] between various AISs may slow the progress of 
developing these models.  The good news is that current events highlight significant 
opportunities to capture and share the learner data needed to grow community learner 
models. 

Recently, the Institute of Electrical and Electronics Engineers (IEEE) Learning 
Technologies Steering Committee approved a study group to examine opportunities for 
standards to promote interoperability and reuse with this class of technologies known 
as AISs.  If successful, this initiative will likely result in a high degree of sharing among 
AIS components, tools, methods, and data. 

In 2017, under the auspices of the North Atlantic Treaty Organization’s Human Fac-
tors and Medicine Panel (NATO-HFM), a research task group examining technologies 

Instructional Model Elements
Independent 

Variables
Dependent 
Variables

Variables of 
Interest

Nominal 
Descriptor

Learner Model
Attitudes X Pos - Neg
Behaviors X Behavioral Marker
Cognitive States X H-M-L Workload

Instructional Environment
Concepts (Learning Objectives) X LO Description
Concept Map (including prerequisites)
Learning Activities (ICAP - interactive, constructive, active, and passive) X ICAP

Content & Interaction
Directions & Support

Measures of Learning & Performance (Desired Outcomes) X H-M-L

Instructional Policies X Policy Name
Tutor Strategies & Tactics



and opportunities to exploit Intelligent Tutoring Systems for adaptive instruction com-
pleted its task and recommended “the development of standard learner model attributes 
which include both  domain-independent  (e.g.,  demographics)  and  domain-dependent  
(e.g.,  domain  competency, past performance and achievements) fields which are pop-
ulated from a learner record store (LRS) or long-term learner model. This will promote 
standard methods to populate real-time models during ITS-based learning experiences 
and allow for common open learner modeling approaches and transfer of competency 
models from one tutor to another” [13].  If adopted, this recommendation may be an 
impetus in creating a large, diverse community from which data for community learner 
models could be harvested.     

While not a recent phenomenon, the advent of the educational data mining reposi-
tories DataShop [14] and its successor, LearnSphere [15] provide mechanisms for con-
tributing and consuming experiment data related to learners interacting with instruc-
tional systems like AISs.   
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