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Tutorial Planning

 Hints

 Feedback

 Scenario 
adaptations

 Embedded 
assessments

 Remedial 
instruction



Data-Driven Tutorial Planning



Reinforcement Learning

 Problem: Devise 
software agent that 
learns how to behave in 
order to maximize 
numerical reward

 No external supervision

 Delayed rewards

Adapted from Sutton & Barto (1998)



Reinforcement Learning-Based 
Tutorial Planning

Reinforcement learning provides a computational framework 
for modeling tutorial planners that induce pedagogical rules from 
observations of learners’ performance and training outcomes.
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(Rowe & Lester, 2015; Sawyer, Rowe, & Lester, 2017)
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Tutorial Planning for 
Counterinsurgency Training

UrbanSim Primer
 Hypermedia-based

training environment

 Range of COIN doctrinal 
concepts

• Population support

• Intelligence gathering

• PMESII analysis

 Preliminary instruction on 
UrbanSim usage



Generalized Instructional 
Strategies for COIN Training

 High-level instructional strategies

• Single-topic coaching

• Multi-concept review

• Feedback on unproductive learning behaviors

 ICAP-inspired remediation strategies (Chi, 2009)

• Constructive

• Active

• Passive



ICAP Framework



Research Objectives

 Objective 1: Devise adaptive hypermedia-based COIN 
training environment in GIFT to serve as a testbed for 
data-driven tutorial planning.

 Objective 2: Induce ICAP-inspired pedagogical strategies 
for feedback and remediation from learner training data.

 Objective 3: Evaluate RL-based tutorial planning models 
in run-time adaptive hypermedia-based training course.
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Course Map



Course Overview



Demo Video
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EMAP: Engine for Management 
of Adaptive Pedagogy

 Merrill’s 
Component 
Display Theory

 Implemented with 
adaptive course-
flow objects

 Training activities 
are procedurally 
sequenced based 
on learner 
performance
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Adaptive Courseflow for 
UrbanSim Primer

Q1: Which are used by COIN 
operations? (Pick 3)

A. Stability operations
B. Offensive operations
C. Defensive operations
D. Virtual operations
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 Example Quadrant:
UrbanSim Primer 
lesson videos

 Recall Quadrant:
Multiple-choice 
embedded 
assessments

 Not currently using 
Rules or Practice 
Quadrants
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ICAP-Enhanced EMAP

Remediation

Q1: Which are used by COIN 
operations? (Pick 3)

A. Stability operations
B. Offensive operations
C. Defensive operations
D. Virtual operations
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ICAP-Enhanced EMAP
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Authoring Adaptive Courseflow 
Content 

Adaptive 
Courseflow  
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Remediation Quadrant 



Add Remediation Content 



Add Remediation Content 



Add Remediation Content 



Remediation Quadrant 

 Remediation quadrant 
shows complete list of 
remediation assets linked 
to course object

 Files names created by 
course author 

 Course authors can delete 
and edit content files 
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Best Practices

 Develop an instructional design map that organizes 
the training into terminal and enabling learning 
objectives.

 Develop an external prototype of the course prior to 
constructing the full course in GIFT. 

 Conduct iterative rounds of pilot testing between 
development cycles.



Authoring Enhancement 
Recommendations

 Advanced previewing capabilities for remediation 
phase would improve authoring efficiency.

 Enhancements related to viewing and managing 
media files and course assets would further reduce 
authoring time.
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Conclusion 

 Data-driven tutorial planning shows significant 
promise for creating effective personalized learning 
experiences.

 ICAP-inspired enhancements to GIFT enable rich 
feedback and remediation in adaptive training 
environments.

 We have designed and developed an adaptive 
hypermedia-based training course in GIFT that will 
serve as a testbed for data-driven tutorial planning 
with hundreds of trainees.



Future Directions

 Collect a training corpus through the Amazon 
Mechanical Turk crowdsourcing platform to 
investigate RL-based tutorial planning.

 Induce control policies for adaptively personalizing 
remediation and feedback to individual learners. 

 Integrate data-driven tutorial planning models into 
the run-time adaptive training course and evaluate 
their effectiveness. 
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Passive Remediation



Active Remediation



Active Remediation



Constructive Remediation



Constructive Remediation


